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Summary

A translator for distributed Ada programs is under study. Such a translator is of
particular interested as a tool for the development of real time, embedded systems., The
input to the translator would be a single Ada program capturing the logic of the entire
system together with special directives mapping portions of the program to the various
nodes of the network. The output would consist of a set of inter-communicating Ada

programs, one for each node of the system.

There are several advantages of a distributed language. First, by leaving inter-node
communication implicit, the programmer is relieved of the burden of explicitly specifying
the cross-machine communication required by his application. Our past experience with
programming a manufacturing cell in Ada [1,2] has shown this cross-machine communi-
cation to be ome of the most troublesome aspects of building distributed systems.
Second, since the application program is originally written as a single program, it is pos-

sible to use a conventional Ada compiler to check for compile-time detectable errors.

The process of distributing any language, such as Ada, involves several steps.
First, the definition of the language from the distributed point of view must be verified.
Next trial implementation strategies need to be developed. This step should be subdi-
vided into several parts. It is usually helpful to first describe the communications, e.g., a
high level protocol, which must take place for each distributed construct. Then actual
implementation mechanizations can be developed. Since the goal is to have a distributed
real fime system, the implementation strategies should be analyzed with respect to their
real time behavior. Finally, in conjunction with the above, one should look at the run-
time support provided to accompany the translator output. The implementation of the

run-time support might, in general, involve changes both to the real time operation
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system and to the underlying hardware. None of these issues is trivial. We will discuss

some of the major issues which arise in the case of distributing Ada.

First, in looking at the definition of Ada in the distributed framework, we have
found a number of constructs whose definitions, while being clear in the uniprocessor
case, are subject to a number of interpretations in the distributed environment. Two
obvious problems are the question of network timing and the apparent uniprocessor bias
of shared memory for global variables. There are less obvious but equally interesting
examples as well. Two of these are the conditional and timed entry calls. In Ada one
task may communicate with a second by calling one of its entries. The caller will then
wait until the callee accepts that entry at which time a rendezvous will begin. Since the
tasks of real time applications cannot afford to wait indefinitely for a rendezvous, the
language provides a means of setting a limit on this type of delay. A conditional entry
call is canceled if the called task is not "immediately” available for a rendezvous, while a

timed entry call is canceled if a rendezvous does not begin within a specified interval.

In a distributed environment, the calling and called tasks may well be executed on
two distinct processors connected in a wide variety of ways ranging from a tightly cou-
pled shared memory connection to a remote connection with relatively slow data rates.
How should the resulting communication delays be included in determining whether an
entry call must be canceled? One group [3], has decided that they should and that con-
ditional entry calls must automatically fail due to the inherent communication delay.

This and other interpretations will be discussed.

The problems are perhaps worse with timed entry calls due to lack of definition of
how to take transmission delays into account. Similar problems with transmission
delays arise with respect to exceptions. These are also problems arising from cross

machine 1/O and representation clauses. These issues will be discussed.

Apart from questions about the meaning of Ada constructs in a distributed
environment, we are also investigating their suitability to real time programming. One
example of this is the task termination construct. In Ada, a subprogram or block cannot
be left until all its dependent tasks have terminated. Thus, being able to readily deter-
mine the status of a task is crucial since undue delays may prevent a program from con-
tinuing after completing a subprogram or block. Unfortunately, the status of a task, i.e.,
whether it is terminated or not, can depend mot only on the status of its own depen-
dents, but also on that of other tasks dependent on its master (its sibling tasks). Specif-
ically a task which encounters a terminate statement may choose to terminate only if its
sibling tasks and its own dependents are either completed or likewise able to choose to
terminate. Thus, use of the terminate statement means that the status of the task can
be determined only on the basis of a global view that encompasses a potentially large
number of sibling and dependent tasks. If these are located on a number of different



machines, then assembling this global view on one processor will require extensive and
complex use of the communication network which may introduce intolerable delays into
the program. This and other questions of the suitability of Ada coustructs for real time

programming will be discussed.

To provide a testbed for ideas or distributing Ada programs and to help expose
major problems a translator for distributed Ada programs is being written. The transla-
tor will convert a single Ada program into a set of inter-communicating Ada programs.
By including special translation directives (an extension of the Ada pragma), the user
explicitly maps his application to the target network. The mapping allows him to assign
tasks and task types to specific nodes, thus permitting explicit distribution of the pro-
gram to meet the real time needs of his system. The translator produces a set of output
programs in which all cross-machine communication implied by the user-specified map-
ping has been made explicit. This includes the automatic construction of agent tasks
which are designed to provide each task with efficient access to whatever remote data
structures it manipulates and alsc to aid in cross-machine task synchronization. By pro-
ducing conventional Ada programs as output, the translator takes advantage of the avai-

lability of uniprocessor Ada compilers.

Finally, one of the goals of the above work is to understand the necessary underly-
ing support so that run-time support can be designed {both hardware and software).
Some of the obvious issues which must be addressed are the following: the unit execution
support must be extended to include at least communications support and network tim-
ing. Storage management support might have to address network addressing issues.
Tasking support must provide for remote task creation, activation, termination and syn-
chronization. As will be shown, some of these issues, such as task termination, can be
quite complex in the case of Ada. Support for exception handling may be particularly
difficult since it may not be possible to give an unambiguous time ordering to exceptions
that are raised on different machines. The basic operations on typed operations needs to
be extended to deal with remote versions of typed objects, i.e., access pointers to off
machine entities and representational difficulties. Finally, the predefined packages for
1/O and timing will have to be extended to provide network support. Particularly in the

case of timing, some innovative solutions may be needed.
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